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FINE TUNING T5 MODEL

FOR TEST EXAMINATION AND ASSESSMENT

IN MUSIC EDUCATION

FOR VISUALLY IMPAIRED STUDENTS

Simeon Monov, Nikolay Pavlov, Andrey Nikolov

Abstract. Efficient teaching and examination of students with special ed-
ucational needs require additional interaction accessibility, beyond what is
provided by standard user interface instruments. Nowadays text-to-speech
tools are abundant, but speech-to-text interaction and free-text answer un-
derstanding, and validation are still a new area to be researched and de-
veloped. In this paper we present the fine-tuning and application of T5
model for test examination and assessment in Music education for visually
impaired students with focus on note durations.
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Introduction

Pre-trained language models have been used for different tasks be-
fore [1]. T5, or Text-To-Text Transformer was developed by Google and
was presented in Exploring the Limits of Transfer Learning with a Unified
Text-to-Text Transformer paper [2]. The abstract of the paper begins with
“Transfer learning, where a model is first pre-trained on a data-rich task
before being fine-tuned on a downstream task, has emerged as a powerful
technique in natural language processing (NLP)”. In the current work we
utilize a pre-trained T5 model on Bulgarian language [3] and we further
fine-tune it to be able to validate and assess answers on questions in music
education and especially note durations for visually impaired students.

Chukanska and Koleva [4] has created an adaptive instrument for
teaching note durations to visually impaired students. To improve the ac-
cessibility of their instrument, Chukanska and Koleva have stepped upon
Azure Cognitive Services and related automation technologies [5, 6] for
speech recognition and answer validations. Authors reported later that
common complaints were failure to recognize voiced answers. In this work
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we aim to improve the recognition of verbal answers and answer valida-
tion by employing a pre-trained T5 model, fine-tuned for validating and
assessing answers about musical note durations. Note durations are based
on strict mathematical rules, which facilitates the training of the model.

The T5 model

T5 is an encoder-decoder transformer model which converts all NLP
problems into a text-to-text format. It is trained using teacher forcing.
T5 transformers produce impressive results even by just a few epochs of
training.

T5 models are capable of performing different NLP tasks, which in-
clude:

• Language Translation: Translating text from one language to
another.

• Text Summarization: Condensing a long piece of text into a
concise summary.

• Question Answering: Providing answers to questions based on
the context given.

• Text Classification: Categorizing text into predefined classes.

Figure 1 shows a diagram of different NLP tasks that can be per-
formed by the T5 model.

Figure 1. A diagram showing different tasks T5 model can perform [2]

One of the best abilities of T5 is that it is possible to virtually adapt
to any text task it is given.
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For the purpose of the current work, we use T5 for Text Classification
tasks.

T5 for Bulgarian NLP tasks

There are multiple variants of T5 models, but it lacks good models
pre-trained on Bulgarian data. Multilingual models [7, 8, 16] which include
Bulgarian language exist, but recent works demonstrate that monolingual
models perform better on tasks on the language that they are trained
on, than models pre-trained on multilingual corpora [3, 9, 10, 11]. For
the purpose of the current work, we have chosen to use BGT5 model [3],
which is a T5 model pre-trained on massive data of Bulgarian language.
This model shows better performance on different Bulgarian language tasks
than other multilingual models.

We choose BGT5 because it is capable of understanding Bulgarian
language and matching different answers with same meaning.

Dataset

Every large language model (LLM) needs to be “taught” or fine-
tuned to perform a downstream task such as text classification, which is
achieved by Supervised Learning most of the time.

For the purpose of fine-tuning on a downstream task, the data is
the most important thing. Sometimes it is very difficult to find a good
dataset for a particular task especially for tasks that require language other
than English. In our work we use data synthesis and generate synthetic
dataset with questions in music education. In recent years with the rapid
development of different LLMs synthetic dataset generation is used a lot
to further train LLMs and has proven to work well on wide range of tasks
[12, 13, 14, 15].

Music theory questions and their answers follow strict mathematical
rules and can be easily generated using a generator. We have developed
such a generator for generating different variants of questions about mu-
sic notes durations with their respective answers. The dataset was bal-
anced between positive and negative answers. Further, additional noise
was added into the dataset to avoid over-fitting of the model.

The dataset contained 35785 data points. Figure 2 shows some ex-
amples of dataset data points with positive and negative answers.
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Figure 2. Dataset data points examples

Model training and evaluation

In our work we are using a BGT5-base variant of the model. The
model was trained for 3 epochs with learning rate of 0,0003 and batch size
of 16. The dataset was split into 80% training and 20% validation data. We
used 1 NVIDIA V100 GPU with 32GB. Training time took 36:27 minutes
for training and 08:45 minutes for validation per epoch. The training and
validation losses observed are listed in Table 1.

Table 1. Observed training and validation losses during training

Epoch Training loss Validation loss
1 0.262363 0.145156
2 0.220144 0.139303
3 0.198087 0.135779

The model was evaluated using a validation dataset and the results
show an exact match of 77.89 and a scope of 77.89 F1.

Manual evaluation was performed too, showing the good performance
of the model. Table 2 shows some results of the manual evaluation.

Table 2. Observed results from manual model evaluation

Question Answer Result
В една половина нота,
колко осмини има?

четири ноти ’Reference truth’: ’true’,
’Predicted truth’: ’true’

Колко удара са две чет-
въртини?

два удара ’Reference truth’: ’true’,
’Predicted truth’: ’true’

Колко осмини има в цяла
нота?

осем ’Reference truth’: ’true’,
’Predicted truth’: ’false’
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We observed that fine-tuning a T5 model using synthetic data on the
task of question answers classification on music note duration questions in
Bulgarian language shows very good results and can be effectively used in
systems for music education for visually impaired students.
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