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PRETRAINING AND VALIDATING T5 MODEL ON
BULGARIAN DATA
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Abstract. There is insufficient resource availability for the Bulgarian language
in the field of Natural Language Processing (NLP), since most of the data used
in the majority of the research is in other languages. In this paper, we pretrain
a T5 model on collected data from different Bulgarian text corpora and evaluate
its performance against other multilingual models on different tasks.
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